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Abstract—We evaluate Intel’s Many Integrated Core (MIC) architecture for climate science. We present preliminary performance results with a general circulation model (HOMME) and a cloud-resolving physics model (CRM). The results show promise in parallel scalability. However, single-thread performance needs further improvement.
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I. INTRODUCTION

With simulation now well established as the third pillar of scientific investigation alongside theory and experimentation, the field of computational science has demonstrated an almost insatiable need for large-scale computing instruments. Before 2005, the increase in raw “power” of these instruments was largely driven by an increase in single thread performance. This golden age of Moore’s law, where transistor density and frequency doubled roughly every 18 months, has, unfortunately, run its course [1], [2]. Future improvements will critically depend on the increased use of parallelism in all its forms, with much of the development activity focused at the node level, along with continued algorithmic improvements [3].

In response to this frequency stall, two architectural trends have recently established themselves. At the socket level the response has been to (slowly) move to multi-core and many-core architectures. The other trend has been to augment the sockets with accelerators, primarily those developed by NVIDIA [4]. Both trends have put pressure on scientific application developers who now have to manage these new parallel outlets. Typically this involves rewriting or heavily modifying existing code to fit new programming models. On the many-core side this involves mixing a threading model with message passing. In the accelerator space, the challenges include rewriting code in new languages developed for fine-grained parallelism (CUDA, OpenCL, etc.). Since accelerators have a disjoint memory space from the main CPU, data transfer becomes an issue (i.e. how often data needs to be passed between GPGPU to CPU, how much data can fit on a GPGPU, asynchronous/overlapping data transfer, etc.) While both trends hold promise of (vastly) increased throughput, it remains to be seen precisely how many application areas will benefit.

Climate science is one of the primary drivers of simulation science as the models have an (almost) inexhaustible need for computing power [5] and the questions being addressed have immediate, wide, and deep impact to mankind. The models developed by the climate science community have had reasonable success on parallel architectures composed of shared memory nodes connected with a high-bandwidth low-latency interconnect. For example, scaling to 86K cores has been demonstrated by the High-Order Method Modeling Environment (HOMME) [6], and the Community Earth System Model (CESM) [7] can now utilize O(200K) cores [8] for coupled climate simulations.

However, the move to multi-core nodes can pose challenges to MPI-based codes, even those which have scaled well on previous systems. With the increase in core-count, off-chip memory bandwidth can become a bottleneck with all cores fighting for the same memory space. Indeed, HOMME already exhibits this behavior on current multi-core systems [9]. Another issue with increasing core-count is the amount of memory per core often decreases, either for physical density or economic reasons.

One promising recent development that has the potential to impact both trends is the introduction of Intel’s Many Integrated Core (MIC) architecture. MIC is an outgrowth of various prior research projects at Intel such as Larrabee [10] and the Teraflops chip [11]. Knights Ferry (KNF), the first generation MIC1, increases the number of cores on chip up to 32. In addition, the selection of x86 and its associated tool chain should smooth some of the programming issues. Combined, these design points hold promise for speeding application development, improving intra-node scalability, and improving performance in both homogeneous and heterogeneous node configs.

1KNF is a software development platform using alpha software and tools.
Here we present a preliminary evaluation of the KNF architecture for climate science. We present preliminary HOMME performance results on KNF with general circulation model the High-Order Method Modeling Environment (HOMME), and the Cloud-Resolving Model (CRM). The results show promise in parallel scalability, with a need for improvement in single-thread performance. We also discuss performance and scalability issues on Xeon, and possible solutions.

The rest of this paper is organized as follows. An overview of the KNF architecture is presented in section II. In section III we discuss the climate codes used in our evaluation, along with their associated challenges. Section IV describes implementation and performance results, with section V presenting conclusions and future work.

II. KNF MIC OVERVIEW

In the following subsections we provide an overview of KNF, the first generation of the Intel MIC architecture, which is similar to an accelerator while retaining x86 characteristics.

A. KNF Hardware

KNF is implemented on an x16 PCIe 2.0 card plugged into a Xeon host system. The KNF card has up to 32 cores clocked up to 1.2 GHz, supporting 4 hardware threads per core and a short in-order pipeline. Each core has a 512-bit SIMD vector processing unit.

Each core is provided a 32KB L1 data cache and a 32KB L1 instruction cache, as well as a 256KB L2 cache. The L2 caches for each core are interconnected via a bidirectional ring bus, creating an 8MB globally-shared fast cache. Additionally the KNF cores share 1 or 2GB of GDDR5 main memory.

Communication between a KNF card and host is performed over the PCIe bus. The KNF driver provides a virtualized Ethernet interface for administrative work, filesystem access, etc. High-performance communication is performed via a custom protocol that plugs into the OFED stack, providing a native Infiniband (IB) interface. Presumably this indicates that in the future the KNF/MIC cores will be able to communicate directly with the outside world via IB-based interconnect topologies.

B. KNF Software

From the user perspective, KNF supports programming models which are more conventional than other accelerator platforms. Variants of the Intel compilers (icc, ifort, etc.) are provided for C/C++/Fortran. Options for parallelism include OpenMP, pthreads, and MPI, along with Intel’s Cilk Plus and Threading Building Blocks (TBB). All compiling is performed on the host system. KNF also supports Intel’s tools for debugging and profiling (e.g. VTune and idb).

A trimmed-down Linux OS environment runs directly on the KNF card. Users are able to login directly and launch applications, mount filesystems, transfer files, etc. One KNF core is dedicated to OS operations, and by default, application threads are not assigned to this core unless the system is fully-subscribed.

There are two options for running code on KNF, either offloading from the host or standalone on the card. The offload model is similar to the GPGPU model of computation, where the code execution begins on the host CPU, and chunks of the code are then offloaded to one or more local KNF cards, incurring associated data transfer costs over the PCIe bus. Data transfer and offloading are controlled via OpenMP-style directives in the source code.

The other option is to execute code on the KNF card as a standalone host. Users may login directly to the Linux runtime on the card and launch applications, or use the MPI runtime from the host to launch executables on the card. Currently MPI codes may be run within the KNF card or between the KNF card and the host, though more flexibility is expected in the future.

As mentioned above, KNF differs from previous accelerator architectures in several key ways. KNF has a Linux OS runtime on the card itself. KNF is based on the x86 architecture, which eases the porting of existing code, due to the availability of familiar programming models such as OpenMP and MPI. However, these programming models do not currently provide as much control over data locality within a system as do OpenCL or CUDA.

III. CHALLENGES OF THE NEXT GENERATION CLIMATE MODELS

Modeling the climate with increased fidelity has long been a goal of the scientific community. More than ever, in order for policy makers, communities, and society in general to understand the impacts of climate change and variability, it is paramount to be able to make predictions of future climate with a much higher degree of confidence. One area of climate modeling ripe for improvement is the modeling of the Earth’s atmosphere. We briefly review atmospheric modeling fundamentals and focus on two aspects that can potentially be dramatically improved with increased computational power: increased numerical resolution and improved representation of cloud processes.

At its core, a global model describes the large-scale circulation of air on the planet along with the physical properties of the fluid. The equations for the phenomena addressed by the model are stated in the space continuum and advanced in time. These equations typically have no known analytical solution, and are numerically approximated. The numerical methods discretize the continuum using a mesh or grid, for which the approximate solution is computed at a set of given points. For example, figure 1 shows a quasi-uniform discretization of the Earth using a finite element mesh
composed of quadrilaterals. Inside each element, depending on the mathematical approximation of choice, a series of points are selected in which the variables of interest such as velocities, pressures, temperatures, etc. are to be computed.

The space of options to improve model fidelity is multidimensional: improving the quality of existing science through better parameterizations, increasing ensemble sizes, decreasing time step size, improving spatial resolution, and improving model completeness by adding new science to describe additional phenomena. Our current focus is employing higher resolution coupled with explicit formulation of phenomena previously parameterized. Stan et al. [12] recently demonstrated the promise of such an approach using a coupled ocean-atmosphere climate simulation.

Once we reach a spatial discretization of approximately 10 km, we reach a point in the energy spectrum where clouds become relevant, and explicit representation of their dynamics is required. This introduces a new costly component in the full atmospheric model. What used to be computed at lower resolution by means of a simple function evaluation (parametrization) now becomes a full computational model requiring one to two orders of magnitude increase in computational cost. Thus, increased model resolution combined with explicit formulation of phenomena previously parameterized is required at element boundaries, and local operations can be expressed as matrix-vector or matrix-matrix products, which typically perform well on microprocessor-based architectures due to the increased floating-point operations per byte transfer. HOMME is no exception, it has scaled well on a variety of architectures, from traditional Linux clusters to MPPs like IBM’s Blue Gene [14] [15].

The High-Order Method Modeling Environment (HOMME) is a spectral element atmospheric general circulation model used to resolve in the discrete domain the so-called primitive equations under the hydrostatic hypothesis. Often referred to as a dynamical core, HOMME is the component of an atmospheric model that evolves the fluid dynamics. HOMME is mass and energy conserving [13], relies on a spatial discretization of the Earth as represented in a cube-sphere topology, supports both h- and p-refinement, and seeks the best local approximation, in a variational sense, to the solution of the system of PDEs for each element. HOMME is written in modular Fortran 90. Spectral element methods have been shown to scale exceedingly well on a wide range of applications. This is primarily due to the fact that only $C^0$ continuity is required at element boundaries, and local operations can be expressed as matrix-vector or matrix-matrix products, which typically perform well on microprocessor-based architectures due to the increased floating-point operations per byte transfer. HOMME is no exception, it has scaled well on a variety of architectures, from traditional Linux clusters to MPPs like IBM’s Blue Gene [14] [15].

The Cloud Resolving Model (CRM) describes the phenomena of convective clouds and encompass three fundamental physical processes: fluid dynamics, the microphysics of the hydrological cycle (ice, graupel, rain, snow, etc.), and energy absorption and radiation. The fluid dynamics portion is generally the dominant component.

From the fluid dynamics perspective, the dynamics of convective clouds are best described by the compressible Navier-Stokes equations, which are difficult to solve numerically due to the presence of sound waves. As such, models usually assume a set simplifying hypotheses, such as the hydrostatic approximation, incompressible Navier-Stokes or the Anelastic approximation [16].

Even with a simplified model description, when the Reynolds number is large, many small eddies are present in the system. Under these circumstances, if one were to obtain an explicit solution for the underlying equations, all persistent eddies must be resolved. This method, called Direct Numerical Simulation (DNS), is not viable because the required computational power is well beyond what is currently obtainable using the best contemporary supercomputers in the world, and this will remain true for the foreseeable future.

CRM instead uses an alternative approach known as a Large Eddy Simulation (LES) [17] [18]. LES is based in the theory of self similarity, primarily developed by Kolmogorov, which states that large scale eddies are geometry
dependent, while small scale eddies are more universal. Hence, LES focuses on solving the large eddies where most of the energy is, and resolve smaller scale eddies by sub-grid averaging. As such, LES simulations apply a low-pass filter to eliminate the small scale of the solution and let the computational work focus on the large scale eddies present in the dynamics. This greatly reduces the total cost of the computation and, given sufficient resolution, resolves the portion of the spectrum of interest.

From a computer science perspective, CRM is much more amenable to emerging architectures where the cost of data movement is at a premium. Because, in contrast to HOMME, CRM is an embarrassingly parallel model that has an extremely high ratio of computation to communication. This is due to the parallel decomposition for CRM, where the physical domain is simply divided into independent volumes in which the dynamics are performed independently. Inside each volume of air, the advection dominates the total cost of execution. Numerically, this phenomena is an implementation of the Multidimensional Positive Definite Advection Transport Algorithm (MPDATA) [19] [20], which is essentially a second-order accurate, positive definite, conservative finite difference solver for geophysical flows. MPDATA can represent up to 70% of the total cost of execution of the model, depending on the size of the domain and the granularity in which the domain is partitioned.

In summary, CRM in the context of climate modeling can be best envisioned as a model within the model. Its parallel characteristics, its floating-point cost, and its potential to deliver better science make it a promising approach for multi-core, many-core, and accelerated architectures.

IV. RESULTS

We test HOMME and CRM on a single KNF card and the Xeon host system. The host is a two-socket 3.33 GHz Intel Xeon Westmere system, each with 6 cores for a total of 12 cores. Hyper-threading was disabled on Xeon. Testing was performed with OpenMP, MPI, and hybrid parallel modes for HOMME. CRM currently only supports MPI for parallelism. The latest cross-compiler for KNF and Xeon was used, along with the Intel MPI library from the KNF software stack.

A. HOMME

HOMME was configured to run 2 days of the baroclinic test case, with a total of 486 elements (9² elements per cube face, 6 faces, 20 vertical levels). The model was compiled with both MPI and OpenMP support, and run in single-precision mode. Vectorization via compiler flags was disabled for KNF because of poor performance with vectorization enabled². The total amount of work is held constant while increasing the thread count (strong scaling).

²HOMME performs slower on KNF with vectorization enabled than with vectorization disabled. The KNF compilers are not yet capable of reliably extracting/scheduling the parallelism in HOMME.

B. CRM

CRM was configured to run the GATE test case, with a domain of 128 × 128 × 64, for 120 time steps. The model was built with MPI for parallelism. As with HOMME, strong scaling was employed. VTune on the host system was used to estimate the total number of flops in the simulation. File I/O time was subtracted from the run time.

Figure 3 shows sustained MFlop/sec performance for CRM on Xeon. CRM on the Xeon system starts at 19% of peak performance starting to drop at 4 threads. The MPI and hybrid configurations perform better than the OpenMP configuration. The single-thread performance on the Xeon system is a little over 18% of peak, and drops to 10% at 12 threads. We suspect memory bandwidth contention is at least partly to blame for the decrease in single-thread performance.

On KNF the code scales well, though single-thread performance is poor. Since absolute performance and comparison data cannot be released, KNF scaling plots are not included here as they would have little value.

Figure 2. Sustained MFlops per thread for the HOMME baroclinic test case on Xeon. Explicit integration, 6 × 9² elements, 20 vertical levels. ∆t = 60 sec, NP=8. MPI, OpenMP, and hybrid modes are shown. Hyper-threading was disabled on Xeon.
reduce aggregate performance. Some of those routines are hardcoded to use double-precision, which we suspect is contributing to the poor performance.

Again, on the code scales well on KNF, though single-thread performance is poor. Since absolute performance data cannot be released, KNF scaling plots would have little value and are not included here.

V. CONCLUSIONS AND FUTURE WORK

We evaluated the MIC architecture’s suitability for climate modeling using HOMME and CRM on KNF. In general, we observed excellent scalability with both models on KNF. However, single-thread performance is poor with or without vectorization enabled, which may indeed be the cause of the exceedingly favorable scalability. If vectorization can be fixed, it will be interesting to see how the scalability of these codes on MIC will be affected. On Xeon, we see that single-thread performance is decent, with scalability dropping off. This is indicative of the performance problems expected with these codes when moving to many-core systems.

The relative ease in porting the full models to KNF provides hope that as the hardware and software progress, it will become possible to achieve good computational efficiency. We expect that the computational rate of the individual MIC cores will be slightly lower than the Xeon cores, but in aggregate the MIC system should outpace the Xeon host. Our metrics for comparison will be performance of one Xeon socket to one KNF card/socket along with throughput per watt.

As the MIC architecture progresses, we plan to explore different strategies for the best utilization of the platform. Depending on the problem size, it may be advantageous to map the models to different parts of the system, such as placing CRM on the MIC portion and HOMME on the host system. We also plan to evaluate MIC in a cluster configuration and explore different programming models on the platform.
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